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Abstract A real space technique based on the pair dis-

tribution function (PDF) and a reciprocal space method

utilizing a 2D fast Fourier transform (FFT) quantify the

order in porous arrays. Porous arrays fabricated from

nanoscience technology are analyzed. The PDFs are fit with

a series of Gaussian curves and the widths of the Gaussian

peaks are used to model the linear strain in the array. An

order parameter is defined from the PDF and takes values

from [0,1], where the value 1 represents an ideal array. The

radial distribution function (RDF) is also determined for the

porous arrays. The FFT of the porous arrays is used to

generate an order parameter as a ratio of intensity to the full

width at half maximum (r) of the peaks. Defined as relative

intensity Ir=r, this parameter takes values from [0,?],

where larger values represent more order in the array. We

use a variety of available software to generate this data.

Introduction

The terms ‘ordered’ and ‘highly ordered’ frequently appear

in the literature when authors describe the arrays they

manufacture for nanoscale science and technology. This

article presents a real space and a reciprocal space technique

to give quantitative measure to these terms. The Fourier

transform of the real space coordinates enables us to cal-

culate an order parameter as a ratio of intensity to the full

width at half maximum (FWHM, r) of the FFTs. Defined as

intensity Ir=r, this parameter takes values from [0,?]

where larger values represent more order in the array.

Porous arrays can be fabricated on the nanoscale, thus

permitting the growth and placement of nanowires,

nanodots, nanotubes, and photonic crystals [1] in two and

three dimensions. They can be made with a high aspect

ratio [1, 2], allowing the formation of tubes and wires, or

they may be thinned for the placement of dots. Typically,

the structure is hexagonal, due to close packing of cells in

two dimensions, but other types [3, 4] of arrays are

possible.

Also applicable to this type of analysis is the 2D projec-

tion of 3D images. This takes into account electron and

X-ray tomographic analyses, as well as TEM images of

porous or semi-ordered materials (see Ref. [5]). Another

interesting use would be for images of surfaces cut slightly

off axis (see the images from the 3D holography work of Ref.

[6], which show an off-axis slice of an fcc holographic array).

A common method of array fabrication is that from

anodized aluminum oxide (AAO) [1, 2, 7]. In this method,

a foil or thin film of aluminum is anodized in an acid to

form porous aluminum oxide. To create an ordered array,

frequently a two-step [8] procedure is used. The acid and

voltage used determine the pore size and interpore distance

[7]. The smallest pores are made using sulfuric acid while
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phosphoric acid can be used to create larger pores. The

porous array is then filled with the material of choice to

create nanowires or nanotubes, or the oxide may be thinned

to form a template for the placement of nanodots. The

technique of imprint lithography [1, 2] has also been used

to form dimples on an aluminum surface as a guide to pore

generation. This creates a well-ordered array, as is shown

below.

Another method for creating nanoporous arrays is to use

colloidal nanospheres [9] as a template for 2D or 3D pore

formation. In this method, a dense array of latex spheres is

packed in a thin 2D layer with a precursor solution that is

subsequently calcined to form a porous array. The calcined

array is then filled with the growth material of interest. In

an alternate procedure, termed nanosphere lithography [4],

the spheres are left in place and material is deposited in

interstitial sites to form nanoarrays.

Order in arrays can result in physical properties not

attainable from random or disordered arrays. Some exam-

ples include field emission from carbon nanotubes [10],

magnetic arrays where the magnetism is affected by a

demagnetization factor from neighboring magnetic nano-

wires [11], and in electronics, optoelectronics, sensing,

high-density storage, and ultra-thin display devices [12].

Carbon nanotubes need to be spaced for field emission

properties so that the effects of screening are minimized.

Arrays of nanotubes were fabricated through the use of

AAO [13] and nanosphere lithographic techniques [14].

An order parameter has previously [15] been used to

describe the order in fast Fourier transforms (FFTs) taken

from nanoporous arrays. Denoted as (I/r), it describes the

ratio of the spot intensity I and its FWHM r of the FFT

images taken from scanning electron micrographs. This

parameter (I/r) has been said [15] to be consistent with

human recognition of the spatial order of holes. The order

parameter (I/r) takes values from [0,?] and has been

plotted versus several variables of pore formation. Typi-

cally, one looks for a maximum in the plot to determine the

optimum conditions for ordered pore formation. We use

FFTs generated from images that previously had no FFT

data to determine the order in the arrays. We note that this

type of analysis can be used in conjunction with any

imaging device not having FFT capability.

Methods

The technique of the atomic pair distribution analysis [16]

can be applied to the study of porous arrays. The pair

distribution functions (PDFs) are created using Image SXM

[17], which uses a best-fit ellipse to characterize particles

(pores) in the image and finds the corresponding coordi-

nates of the centers. Using this information, Excel macros

were written to calculate the PDFs. Suppose there are NT

total cells (about 250 in a typical image), and N centers

from which the radial distribution function (RDF) and PDF

are calculated (N = 19 in our examples) [18, 19], and let rij

be the distance between the center of cell i and cell j. To

make the analysis scale independent, we use the average

distance r of two neighboring cells as a unit and in the rest

of this article we shall assume that this rescaling has been

done. This r is called the lattice constant of the array.

Then, the RDF is defined by

RðrÞ ¼ 1

N

XNT

i¼1

XNT

j¼1

dðr � rijÞ ð1Þ

where d(r) is a delta function. N is less than NT to minimize

edge effects in the calculated PDF and RDF, for a center

near the edge would have only three or more neighbors.

The N centers should be chosen near the center of the

image. There will be a peak around 1, the average distance

between two neighboring cells, another peak around the

average distance between the center of a cell and the

centers of the next-to-closest ones. The PDF is then

obtained by:

qðrÞ ¼ 1

2pr
RðrÞ ð2Þ

where q(r) is the PDF.

To model the PDF and RDF, we use a generalized form

of a Gaussian function, i.e., a sum of eight Gaussians:

qðrÞ ¼
X8

i¼1

ai exp
�ðr � biÞ2

c2
i

" #
ð3Þ

where ai, bi, and ci are constants determined by the fit.

Eight Gaussians are determined by the use of the Curve

Fitting Toolbox (available as part of MATLAB), which is

limited to eight Gaussians at a time. It is possible to fit

more than eight only if a record is kept of previous fits and

some are intentionally zeroed out in a subsequent fit.

The coordination number of a general peak is derived

from the RDF as:

NC ¼
Xr2

i¼r1

RðriÞ ð4Þ

where R(r) is the RDF, NC is the coordination number of a

nearest neighbor site, and r1 and r2 define the limits of the

peak in the RDF. For the arrays we examine, NC = 4 for

the first peak of the square array, and NC = 6 for the first

peak of the hexagonal array. We find that the RDF drops to

zero away from the center, in agreement with analysis of

samples with finite sizes [20, 21].

Now R(r) as we have defined it [and hence also q(r)] is

only non-zero in a finite number of r-values, which can also

conveniently be represented by a bin diagram. Suppose the
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bin size is 0.02 and that we consider 205 bins, which is

enough to include the first eight or nine peaks and includes

some extra to get the right side of the last peak. We then

define a disorder parameter as:

DU ¼ ð0:02Þ
X4:1

n¼0:02

qðrnÞ � ð0:06Þ
X

n¼nðrnÞ
qðrnÞ: ð5Þ

Note that this disorder parameter is simply the sum of the

product of the width of the bins (0.02) multiplied by the

height of the PDF (the amount in the bin) and subtracting

the amount in an ideal location. For very narrow bins, these

sums are integrals. Therefore, if all the contribution comes

from the PDF in the ideal state DU = 0. In general, n is

stepped by the bin width, 0.02. In the sum of the subtracted

term, n = n(rn), the ideal eight or nine scaled nearest

neighbors positions [18] and includes a bin above and

below the (rounded) nearest neighbor location. The

subtracted term is the amount in an ideal location and it

is distributed over three bins. Three bins are used since

simulations show that it is difficult to generate a PDF of an

ordered array with DU = 0 in a computer model unless one

takes a bin above and below the nearest neighbor locations,

n(rn), some of which are irrational. This results in a rather

sensitive order parameter

U ¼ 1� DU

ð0:02Þ
P4:1

n¼0:02

qðrnÞ
ð6Þ

where U takes values from [0,1] and equals 1 when there is

no disorder.

Reciprocal space data is often shown in experimental

results [22–26] as a FFT image of the real space data. The

intensity, I, is determined from a Fourier transform of the

data:

Iðkx; kyÞ ¼ Fj j2

F ¼ Xðkx; kyÞ ¼
XN1�1

n1¼0

XN2�1

n2¼0

xðn1; n2ÞWkx n1

N1
W

ky n2

N2

ð7Þ

where

kx ¼ 0; 1; . . .;N1 � 1; ky ¼ 0; 1; . . .;N2 � 1

Wkx n1

N1
¼ expð�2pikxn1=N1Þ; W

ky n2

N2
¼ expð�2pikyn2=N2Þ

where x(n1, n2) is a coordinate of the real space data, and F

is the 2D discrete Fourier transform (DFT). The 2D FFT is

determined using MATLAB, which uses the FFTW3 rou-

tine [27]. The FFT, as determined by MATLAB, is

sensitive to pore position and number of pore sites. If the

Fig. 1 a An image of the array

from Choi et al. (with

permission, Ref. [1]) is shown

with its PDF. A Gaussian fit is

applied to the histogram of the

PDF. b An image of the array

from Krishnan et al. (with

permission, Ref. [3]) is shown

with its PDF. The PDF is fit

with a series of eight Gaussian

curves
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FFT of the image is Y = fft2(X), then this returns the 2D

DFT of X, computed with a FFT algorithm, without zero

padding. The resulting Y is the same size as X.

The order parameter generated from this data is defined

as:

Ir=r ¼
I=I0

r
ð8Þ

where Ir is the relative intensity with respect to the zeroth

order peak, and r is the FWHM of the first-order peak next

to it (also equal to ci in Eq. 3 above). This order parameter

takes values from [0,?] and gets large for arrays with more

order.

Practically, however, since for an ideal array Ir =

I/I0 = 1, the largest the order parameter would be is near

100 or so, with r = 0.01, the FWHM equal to one pixel for

an image of 100 9 100 pixels. We also note that the zeroth

order peak is affected by finite size effects, so it seems

unlikely one could have Ir = 1 unless very large arrays are

used.

Results

We model three arrays taken from previously published

results. All of these were fabricated from AAO. One, from

Choi et al. [1], was a hexagonal array made from a pre-

patterned aluminum stamp and anodized in phosphoric

acid. This produced an array used as a photonic crystal,

with highly ordered pores. Another array, from Krishnan

et al. [3], was a square array made from AAO via inter-

ference lithography. This array is also fairly well ordered.

The last example is a disordered array from Li et al. [7],

also made from AAO, which we use to show the lower

limit of the order parameters. We comment that the order

parameter I/r has previously been used with FFT peak

analysis as was done in Ref. [26].

The Choi and Krishnan PDFs are fit to a series of eight

or nine Gaussian curves, and the fit is shown superimposed

on the data in Fig. 1. In the figure, we plot the normalized

data, where r is the ‘lattice constant’ for the porous arrays.

Since they are normalized, the peaks appear at the hexag-

onal nearest neighbors, i.e., 1;
ffiffiffi
3
p

; 2;
ffiffiffi
7
p

; 3, etc., and the

square nearest neighbors at 1;
ffiffiffi
2
p

; 2;
ffiffiffi
5
p

;
ffiffiffi
8
p

; 3, etc. The

widths of the peaks are plotted against the normalized peak

position in Fig. 2. This shows the linear strain in the array

as the distance from the center position increases. The error

bars represent ±5% of the data values within ±1% of the

standard deviation.

Table 1 lists the data for the real space order parameter

U for the ordered arrays. The value of the order parameter

Fig. 2 The Gaussian peak width showing the linear strain in the

arrays is plotted versus normalized peak position

Table 1 Order parameters and RDF statistics

Array U RDF R2 Ir=r

Choi 0.69 0.94 1.7

Krishnan 0.55 0.89 1.9

Li 0.14 0.37 0.03

Fig. 3 RDF plots of the three arrays
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is 0.69 for the Choi array and 0.55 for the Krishnan array.

From the description of the order parameter, we see that the

finite size of the image is built into the definition. In other

words, it is possible to have a value U = 1 for a finite

array, as long as the pore centers are in the proper loca-

tions. In this sense, the order parameter can be said to be

robust.

The RDF data for the three arrays is shown in Fig. 3.

From previous work on the crystallization of liquids in 2D

[28], it has been determined that the packing density

/ = 0.719 is near the crystalline transition and that the

RDF approaches a value of 1 for large r/r. Figure 3 shows

the RDF of the disordered array and that it approaches 0.5

for r/r = 4. We also have that the packing density is

/ = 0.397 for this array, from Image SXM. From the RDF

plot and the packing density, we see that the disordered

array is more liquid-like than the ordered ones, as is

expected. Note that the packing density of the ordered

arrays is not a valid quantity, since the pore size is con-

trolled somewhat independently of the density, by the type

of acid used for AAO formation.

Figure 4 shows the arrays from Choi et al. [1], Krishnan

et al. [3], and a disordered array from Li et al. [7]. The top

view is shown in the middle image and shows the FFT with

sixfold or fourfold symmetry. Note that the FFT has the

same symmetry as the corresponding real space image. A

3D expanded view of the intensity of the FFT is shown

versus kx and ky in the third panel. These plots are nor-

malized so that the real space distance between pores is one

unit. If the real space dimension is normalized then the

reciprocal space unit will also appear at K = 1.

We show the intensity versus K-space for the three

arrays in Fig. 5. These are fit with a series of Gaussian

curves with good R2 statistics. From the definition of the

Fig. 4 a Left panel: real space figure from Choi et al. [1]. Center
panel: Diffraction pattern. Right panel: 3D plot of intensity versus kx

and ky. b Left panel: real space figure from Krishnan et al. [3]. Center
panel: diffraction pattern. Right panel: 3D plot of intensity versus kx

and ky. c Left panel: Real space figure from Li et al. (with permission,

Ref. [7]). Center panel: diffraction pattern. Right panel: 3D plot of

intensity versus kx and ky
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order parameter as Ir=r, we calculate that it equals 0.03,

1.7, and 1.9 for the disordered array, the Choi array, and

the Krishnan array, respectively. The first-order peaks on

either side of the main zeroth order one are used to cal-

culate the order parameter. In the case where the peaks are

not quite equal, we average over the two peak intensities.

In the order parameter, I, I0, and r are determined from the

Gaussian fit obtained from the Curve Fitting Toolbox. We

note that the amount of contrast in the original images may

limit the quality of the corresponding FFT.

Discussion

A real space and a reciprocal space order parameter has

been calculated for these arrays. In our opinion, U may be a

more accurate parameter since the size of the arrays is built

into the definition. In principle the definition could be

modified to accommodate a larger r/r. A calculation of U
for ideal arrays has been determined in Ref. [18] and equals

one as expected. The reciprocal space order parameter,

Ir=r, is affected by the intensity of the zeroth order peak

and is not corrected by a finite size effect.

In the analysis for the coordination number, NC, the fact

that the calculated sums over the first peaks in the RDF are

the same as the observed coordination number (4 or 6) for

the square or hexagonal arrays provides evidence that the

RDF and PDF have been correctly determined. It is true

that there is some arbitrariness in the definition of U, in that

the spacing between bins is 0.02 and that r/r is determined

out to 4.1. The choice of the bin spacing is determined

primarily by the spacing in the arrays and provides an

adequate density of bins. In principle, this could be chan-

ged in future work to accommodate different images.

Fig. 5 a Intensity versus

K-space and the Gaussian fit

from Choi et al. [1]. b Intensity

versus K-space and the

Gaussian fit from Krishnan et al.

[3]. c Intensity versus K-space

and the Gaussian fit from

Li et al. [7]
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In our analysis, we use Image SXM and the Curve Fit-

ting Toolbox associated with MATLAB. The PDF and

RDF have been fit with a series of Gaussian curves, using

the Curve Fitting Toolbox. The correctness of this model is

shown in Ref. [19], where a bin diagram and Gaussian

curves are shown to be good approximations to the delta

functions in the definitions of the PDF and RDF. In the

cases of Figs. 1, 3, and 5, the data has been fit in Kale-

idagraph, since a macro-fitting more than eight Gaussians

may be necessary. Although not included in this analysis,

the uniformity of the pores can be derived from Image

SXM, since it will also give the average areas of the pores

and the elongation of the ellipse for the enclosed pore area.

Conclusion

In summary, a quantitative analysis has been undertaken

for porous arrays. Both real space and reciprocal space

analysis have been done. The strain in the arrays is mod-

eled from the width of the PDF peaks using a linear fit. The

measured differences in the order parameters originate

from the alternate ways they are defined. The order

parameter U is a real space measure, essentially related to

the height and width of the PDF histograms, while Ir=r is

related to its reciprocal space definition. Since the length

scale is normalized, the methods described can be applied

to any image and a corresponding order parameter can be

calculated. The use of procedures applicable to general

image analysis has determined order parameters for real

space images, and these methods are useful for determining

the order in any porous array. The methods described in

this article make use of widely available software to ana-

lyze porous arrays.
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